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#### Abstract

Linear Programming or Linear Optimization problem is one of the prominent mathematical problems. The problem objective is to find an optimal solution of a linear function subject to a set of inequalities. This problem could be divided into two variations by the solution type value: Real and Integer. While the Real Linear Programming problem solution may be seen many times in academic studies, the latter variation may not. Integer Linear Programming Problem could be solved by using Branch and Bound algorithm strategy, a strategy that solves a problem by creating a state space tree and eliminating nodes every time it is not subject to the boundary function.
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## I. Introduction

Linear Programming problems are one of the most common mathematical problems in academic studies. The problem objective is to find the optimal (maximum or minimum value) solution of a linear function of several variables restricted by conditions that the variables are non-negative and satisfy a set of linear inequalities. Linear Programming could be applied to real life situations such as market calculations to get the maximum profit.

Linear programming or linear optimization was found in 1939 by a Soviet mathematician and economist, Leonid Kantrovich. It is a method he found, in World War II, to plan the cash outflow and inflow in order to reduce costs of the army and increase losses of the enemy's fund.

Branch and Bound is an algorithm strategy that solves a problem by creating a state space tree and inserting nodes following the rule of Breadth First Search with the boundary function to remove a node. It inserts a node until there is no more that can be created when this happens the remaining node is the solution.

Branch and Bound was first proposed by Alisa Land and Alison Doig during the research at the London School of Economics in 1960 for discrete programming. The name of the strategy itself first appeared in the work of Little et al, on the traveling salesman problem.

## II. Basic Theory

For better understanding of this paper, it is important to review the basic theory of both linear programming and branch and bound algorithm strategy.

## A. Linear Programming Problem

In this subchapter, there will be explanations regarding the definition, variations, examples. and generic solution.

1) Definition

Linear Programming or Linear Optimization problem is a problem that has an objective to obtain the optimal solution of a linear function (objective function) of several variables subject to constraints that the variables are non-negative and satisfy a set of linear inequalities.

## 2) Variations

a) Real Number Linear Programming Problem Just as the name supposed, this linear programming problem has a solution for each variable as a real number. (e.g. $\mathrm{x}_{1}=3.5 ; \mathrm{x}_{2}=4$, etc.)
b) Integer Linear Programming Problem

This problem variation requires a solution such that all variables are an integer. (e.g. $x_{1}=3 ; x_{2}=4$, etc.). This variation could not be solved by using a generic solution explained later.

## 3) Examples

In this chapter, it is going to be explained as an example of a linear programming problem with a real number solution.
Let an equation be $5 \mathrm{x}_{1}+6 \mathrm{x}_{2}=\mathrm{z}$, so that the value of z could be maximum. The solution must subject to the following inequalities:

$$
\begin{gathered}
\mathrm{x}_{1}+\mathrm{x}_{2} \leq 5 \\
4 \mathrm{x}_{1}+7 \mathrm{x}_{2} \leq 28 \\
\mathrm{x}_{1}, \mathrm{x}_{2} \geq 0
\end{gathered}
$$

This is one of the examples of a linear programming problem, the solution is to be explained in the following sub-subchapter.
4) Generic Solution

To solve the problem before, the generic solution is by using a graphical method. Visualize the area created by the inequalities given.


The $x_{1}$ is represented by $x$-axis and $x_{2}$ by $y$-axis.
Find the intersection of each line, from the visualization, it could be seen there are a total of 3 intersection points. We could find the intersections by seeing the cartesius diagram or by eliminating the inequalities.
intersection 1: $(0,5)$ by seeing the diagram or by setting $x=0$ intersection 2: $(7,0)$ by seeing the diagram or by setting $y=0$ intersection 3: $(7 / 3,8 / 3)$
By using the elimination method,
$\left(\mathrm{x}_{1}+\mathrm{x}_{2}=5\right) *-4=-4 \mathrm{x}_{1}-4 \mathrm{x}_{2}=-20$
$4 \mathrm{x}_{1}+7 \mathrm{x}_{2}=28 \quad 4 \mathrm{x}_{1}+7 \mathrm{x}_{2}=28+$

$$
\begin{gathered}
3 x_{2}=8 \\
x_{2}=8 / 3 \\
\\
x_{1}+8 / 3=5 \\
x_{1}=7 / 3
\end{gathered}
$$

Insert all the possible optimal solutions to the objective function.

$$
5 *(7 / 3)+6 *(8 / 3)=27.67
$$

This is the maximum value of $z$, thus $(7 / 3,8 / 3)$ is the solution for this particular problem.

## B. Branch and Bound

In this subchapter, there will be explanations regarding the definition, variations, and example of each variation.

1) Definition

Branch and Bound is algorithm strategy for discrete and combinatorial optimization problems such as mathematical optimization. This algorithm consists of a systematic list of candidate solutions named state space tree. Nodes of the tree are created following the rule of Breadth First Search in general case, if a node doesn't subject to the boundary function set, expansion of the node would be ceased and continued to another node until all of the candidate
solutions are created. The remaining nodes in this phase are the possible solutions.
2) Variations
a) FIFO

FIFO or First In First Out Branch and Bound is a variation that uses a Queue data structure for the next nodes that would be expanded. The process would terminate if the queue is already empty. Observe the following example:

Node expanded: 1
Adjacent Nodes of 1: $\{2,3\}$
Queue: $\{2,3\}$


Node expanded: 2
Adjacent Nodes of 2: $\{4,5\}$
Queue: $\{3\}$
Let the node 2 doesn't subject to the Boundary function


Node expanded: 3
Adjacent Nodes of 3: $\{6,7\}$
Queue: $\{6,7\}$


Node expanded: 6
Adjacent Nodes of 6: $\{8,9\}$
Queue: $\{7,8,9\}$


Node expanded: 7
Adjacent Nodes of 7: $\{10,11\}$
Queue: $\{8,9\}$
Let the node 7 doesn't subject to the Boundary function


Node expanded: 8
Adjacent Nodes of 8: $\}$
Queue: $\{9\}$


Node expanded: 9
Adjacent Nodes of 9: $\}$
Queue: \{\}


Node expanded: 6
Cost of node 6: 2
Adjacent Nodes of 6: $\{8,9\}$
Priority Queue: $\{(2,3),(8,3),(7,4),(9,3)\}$


Node expanded: 2
Cost of node 2: 3
Adjacent Nodes of 2: $\{4,5\}$
Priority Queue: $\{(8,3),(7,4),(9,3)\}$
Let the node 2 doesn't subject to the Boundary function


Node expanded: 8
Cost of node 8: 3
Adjacent Nodes of 8: \{\}
Priority Queue: $\{(7,4),(9,3)\}$


Node expanded: 7
Cost of node 7: 4
Adjacent Nodes of 7: $\}$
Priority Queue: $\{(9,3)\}$
Let the node 7 doesn't subject to the Boundary function


Node expanded: 9
Cost of node 9: 3
Adjacent Nodes of 9: $\}$
Priority Queue: \{\}


## III. Implementation

In this chapter, it is to be explained about the branch and bound implementation on solving integer linear programming problems. The problem used in this chapter is the same as the previous.

Let an objective equation be $5 \mathrm{x}_{1}+6 \mathrm{x}_{2}=\mathrm{z}$, so that the value of $z$ could be maximum. The solution must subject to the following inequalities:

$$
\begin{gathered}
\mathrm{x}_{1}+\mathrm{x}_{2} \leq 5 \\
4 \mathrm{x}_{1}+7 \mathrm{x}_{2} \leq 28 \\
\mathrm{x}_{1}, \mathrm{x}_{2} \geq 0
\end{gathered}
$$

First step is to solve the problem itself using generic elimination or graphical methods. In the chapter II.A.4, the solution was $x_{1}=7 / 3, x_{2}=8 / 3, z=27.67$. The solution is not an integer, therefore set this as the expansion node. The adjacent node is determined by creating a new inequality based on the highest decimal point in the variables, in this case it is 2.67. Set the inequalities to $\mathrm{x}_{2} \leq 2$ and $\mathrm{x}_{2} \geq 3$ (the nearest integer value to it) for each branch. The boundary function for this method is when the inequalites do not have any intersection area.

First Iteration:


Next, we follow the branch according to FIFO, so we insert the new node with an additional inequality of $x_{2} \geq 3$. Solve the new problem using the elimination or graphical method.


Or see the shade that only shows the intersection for better understanding.


By seeing the graphic, we could see there are 3 intersections. $(0,3),(0,4)$, and the last intersection could be find by using elimination method.
$\mathrm{x}_{2}=3$
$4 \mathrm{x}_{1}+7 \mathrm{x}_{2}=28$
$4 \mathrm{x}_{1}=7$
$\mathrm{x}_{1}=1.75$
$\mathrm{z}=5 * 1.75+6 * 3=26.75$
This means the node is not yet a solution and needed to be expanded later on. Therefore the second iteration would look like:


The third iteration involves the inequality $\mathrm{x}_{2} \leq 2$ and by doing the same method for getting the solution, the results are as following:


Because the third iteration results in an integer solution we set $z=27$ as the lower bound and end the node branching.

The fourth iteration is branched from the $\left(\mathrm{x}_{1}=1.75, \mathrm{x}_{2}=3, \mathrm{z}=\right.$ 26.75) because $x_{2}$ does not have any decimal point we take $x_{1}$ as the base number and set the branching inequality as $x_{1} \geq 2$ and $\mathrm{x}_{1} \leq 1$. Then, solve the problem firstly adding the inequality $\mathrm{x}_{1} \geq 2$. However, this problem results in an empty solution therefore, it ends the node branching.


The fifth iteration would follow the additional $\mathrm{x}_{1} \leq 1$ and results the following:


Because the solution is not an integer, it requires another branching which is $x_{2} \leq 3$ and $x_{2} \geq 4$.

The sixth and seventh iteration:


This results in integer solutions for both iterations, therefore it ceases the branching and compares it to the lower bound, since the lower bound is $\mathrm{z}=27$, both solutions have smaller z value therefore we do not change the lower bound. Because branching is not possible any further, we take the lower bound node as the solution. In conclusion, the integer solution to this problem is $\mathrm{x}_{1}=3, \mathrm{x}_{2}=2, \mathrm{z}=27$.

## IV. Conclusion

By using Branch and Bound algorithm strategy we could solve an Integer Linear Programming problem by following this step:

1. Solve the problem in the current expanded node using Graphical or Elimination method
2. If the solution results in an Integer Solution, set z value as the new Lower Bound if it is lower than the previous Lower Bound value. (If the Lower Bound value was not set before, assume it was the infinite)
3. If the solution results in an Empty Solution, terminate the node branching, else create a node branching following this rules:
a. Determine the base number for branching inequalities, it should be the variable with the higher decimal point (Let it called as $X$ )
b. Create two branches with inequalities:

$$
X \leq \text { floor }(X) \text { and } X \geq \text { floor }(X)+1
$$

4. Create new nodes following the FIFO rule until no more branches could be created in the state space tree.
5. If there is no more node that could be created, take the node that has the value of the Lower Bound as the solution.

## Video Link at Youtube

https://youtu.be/0mN8OIipatM
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